
B R A I N R E S E A R C H 1 2 4 2 ( 2 0 0 8 ) 2 6 3 – 2 7 5

ava i l ab l e a t www.sc i enced i rec t . com

www.e l sev i e r. com/ l oca te /b ra in res
Research Report

Generalized learning of visual-to-auditory substitution in
sighted individuals
Jung-Kyong Kim⁎, Robert J. Zatorre
Department of Neuropsychology, Montreal Neurological Institute, McGill University, Room 276, 3801 University Street,
Montreal, Quebec, Canada H3A 2B4
A R T I C L E I N F O
⁎ Corresponding author. Fax: +1 514 398 1338.
E-mail address: jkim@ego.psych.mcgill.ca

0006-8993/$ – see front matter © 2008 Elsevi
doi:10.1016/j.brainres.2008.06.038
A B S T R A C T
Article history:
Accepted 11 June 2008
Available online 20 June 2008
Visual-to-auditory substitution involves delivering information about the visual world using
auditory input. Although the potential suitability of sound as visual substitution has
previously been demonstrated, the basic mechanism behind crossmodal learning is largely
unknown; particularly, the degree to which learning generalizes to new stimuli has not been
formally tested. We examined learning processes involving the use of the image-to-sound
conversion system developed by Meijer [Meijer, P., 1992. An experimental system for
auditory image representations. IEEE Trans Biom Eng. 39 (2), 112-121.] that codes visual
vertical and horizontal axes into frequency and time representations, respectively. Two
behavioral experiments provided training to sighted individuals in a controlled
environment. The first experiment explored the early learning stage, comparing
performance of individuals who received short-term training and those who were only
explicitly given the conversion rules. Both groups performed above chance, suggesting an
intuitive understanding of the image–sound relationship; the lack of group difference
indicates that this intuition could be acquired simply on the basis of explicit knowledge. The
second experiment involved training over a three-week period using a larger variety of
stimuli. Performance on both previously trained and novel items was examined over time.
Performance on the familiar items was higher than on the novel items, but performance on
the latter improved over time. While the lack of improvement with the familiar items
suggests memory-based performance, the improvement with novel items demonstrated
generalized learning, indicating abstraction of the conversion rules such that they could be
applied to interpret auditory patterns coding new visual information. Such generalization
could provide a basis for the substitution in a constantly changing visual environment.
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1. Introduction

Our experience of the world is largelymultimodal. We are able
to perceive multiple sensory events as a single event not only
because the perceptual system can integrate information
gathered from different sensory modalities, but also because
(J.-K. Kim).

er B.V. All rights reserved
it allows one to extract information from one sensory
modality and apply it to another modality. Sensory substitu-
tion involves replacing one sensory input by another, and is
based on the idea that information from one sensorymodality
generates percepts related to those induced by a different
sensory modality. Pioneering work in sensory substitution
.
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examined visual replacement by touch (Bach-y-Rita et al.,
1969; Bach-y-Rita, 1972), and demonstrated that tactile
information can be used to transmit visual information (also
see Bach-y-Rita et al., 1998; Ptito et al., 2005; Sampaio et al.,
2001). More recent work has involved visual substitution via
audition, and showed that auditory input can also be used as a
suitable replacement for vision (Capelle et al., 1998; Meijer,
1992). However, the mechanisms behind crossmodal substitu-
tion learning are still largely unknown, particularly with
respect to the question of whether abstract crossmodal rules
can be learned. The goal of the present study was to examine
visual-to-auditory substitution learning in sighted individuals
in a controlled and systematic fashion. Our main focus was to
examine the role of explicit knowledge vs. training in
substitution learning, and the extent to which generalization
occurs, an issue that has not been fully examined in previous
studies, but which is critical to understanding whether
learning involves abstraction of generalized rules.

Visual-to-auditory substitution involves capturing real-
time video images in two-dimensional snapshots and trans-
lating them into complex sounds (Capelle et al., 1998; Meijer,
1992). This may provide a suitable replacement for vision
because the auditory system is capable of processing complex,
rapidly changing acoustical patterns such as music and
speech. Visual-to-auditory substitution devices can offer
considerably higher resolution than the tactile systems (e.g.
Bach-y-Rita, 1972; Bach-y-Rita et al., 1998) because the
resolution in the auditory system in time and frequency is
higher than that afforded by the somatosensory receptors in
the skin or the tongue. In addition, the auditory system is not
limited to perispace, and no three-dimensional texture of
scenes would be needed to translate visual information to
auditory input.

The two major visual-to-auditory substitution devices that
have been developed and studied are the Prosthesis Substitut-
ing Vision with Audition (PSVA) developed by Capelle et al.
(1998) and Arno et al. (1999) and the vOICe developed byMeijer
(1992; www.seeingwithsound.com). These devices code pixels
in a two-dimensional scene into an auditory signal. The PSVA
translates both vertical and horizontal dimensions into
frequency while the vOICe codes the vertical dimension into
frequency and the horizontal dimension into time. The PSVA
mimics the retina by using a higher resolution for the foveal
area of the visual scene while the vOICe offers a uniform
resolution throughout the entire scene. However, the vOICe
provides a much higher resolution than the PSVA (the vOICe
being capable of a resolution of 176×144 pixels vs. the PSVA of
8×8 pixels in the periphery and 8×8 in the retina).

Studies of the PSVA and the vOICe have demonstrated the
potential suitability of auditory input as visual substitution.
Sighted individuals who were trained with the PSVA could use
the auditory input to reconstruct relatively simple two-
dimensional patterns (Capelle et al., 1998; Arno et al., 1999,
2001; Poirier et al., 2006), detect the Ponzo illusion (Renier et al.,
2005a,b), perceive depth from a three-dimensional virtual
scene (Renier et al., 2005a,b), and experience the vertical–
horizontal illusion (Renier et al., 2006). Sighted subjects who
were trained with the vOICe could localize and discriminate
objects (Auvray et al., 2007), and match sounds to their
corresponding images (Amedi et al., 2007).
The present study examined learning processes involving
the use of the vOICe developed by Meijer (1992). The goal was
to provide systematic and objective training and testing of the
image-to-sound conversion system to sighted individuals, and
examine parameters leading to visual substitution learning.
One important question we asked was whether the acquired
learning after the substitution training is generalized. By
generalization, we imply that the image-to-sound mapping
rules are learned at an abstract level, such that they could be
applied to interpret a new set of patterns. Although previously
addressed in a limited way (Arno et al., 1999; Amedi et al.,
2007), this issue has never been fully tested. A common
paradigm in sensory substitution learning involves training of
subjects on certain items and testing of the trained items in
order to examine improvement in performance (e.g. Auvray et
al., 2007; Sampaio et al., 2001; Ptito et al., 2005). However, the
problem with using the same items in testing and training is
that the improvement cannot be attributed entirely to
generalized learning because it could rather be reflective of
an enhanced associative memory with the familiar items. In
order to test for generalized crossmodal learning, it would be
crucial to evaluate substitution performancewith new stimuli.

Another related issue to explore was the role of training in
visual substitution performance. We examined the extent and
types of visual information that could be extracted from the
auditory input given a varying amount of training with the
vOICe (Meijer, 1992). In order to establish the minimum
amount of training that is necessary for the initial use of the
substitution system, we addressed the critical question of
whether having explicit knowledge of the image–sound
relationship would be sufficient for extracting some visual
information from the auditory input. We also examined the
effect of extensive training on substitution performance over
time, and whether performance improvement varies accord-
ing to types of visual information.

The present study consisted of two behavioral experiments
examining visual-to-auditory substitution performance of
sighted individuals. The first experiment was a preliminary
study in which baseline visual substitution performance was
evaluated after aminimum amount of training was given. The
second experiment involved long-term training in visual-to-
auditory substitution by extending the training period and
increasing the number and types of testing stimuli. By
examining the extent of visual information that could be
extracted from the auditory input and the patterns of
improvement in substitution performance, we evaluated
limitations of the conversion system, and considered the
feasibility of using the visual-to-auditory converted informa-
tion as a suitable means of visual substitution.

Since findings of visual substitution studieswould have the
most practical implications for blind people, previous studies
focusedmostly onmaking the learning conditions comparable
to the environment inwhich blind peoplewould use the visual
substitution systems. Training procedures would normally
involve visual deprivation (by being blind or blindfolded), and
engaging in sensorimotor interactions by using feedback cues
received by actively walking around the space, or by head
movements with a head-mounted camera (e.g. PSVA: Arno
et al., 1999, 2001; Porier at al. 2006; vOICe: Pollok et al., 2005;
Auvray et al., 2007). However, substitution learning in the
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absence of sight does not informwhether visual deprivation is
essential, or whether the relationship between the visual
environment and the corresponding auditory input must be
learned only through non-visual feedback. Therefore, an
examination of sighted individuals who are trained with
visual feedback could provide useful information about the
basicmechanism behind visual substitution learning, because
their learning would suggest that the substituted visual
information can be extracted on the basis of learning of the
direct relationship between images and the corresponding
sounds. Also, most visual substitution studies have included
training paradigms where subjects used motor feedback
received from the environment. However, the extent to
which learning of visual information using the substitution
system is necessarily dependent on the sensorimotor con-
tingencies is not known, and therefore, a training paradigm
where substitution is learned with direct visual feedback in
the absence of sensorimotor cues can provide useful informa-
tion about the extent to which visual-to-auditory substitution
can be accomplished without motor feedback, but based on
purely perceptual learning of the relationship between visual
images and sounds. In sum, the present study involved giving
formal instructions in a controlled laboratory setting where
direct visual feedback was provided, and no motor interaction
with the visual environment. This approach allowed us to
study visual-to-auditory substitution learning in the simplest
and most direct way by examining the extent to which the
original visual information could be recovered from the
auditory information.
Fig. 1 – Mean performance obtained by trained and
untrained groups as a function of three variant conditions
(position, orientation, and size). Error bars indicate standard
errors of the means. .2=chance performance. (A) Mean
proportion of correct responses on familiar items. (B) Mean
proportion of correct responses on novel items.
2. Experiment 1

2.1. Introduction: early stage of visual-to-auditory
substitution learning

The purpose of the preliminary experiment was to explore the
early stage of visual-to-auditory substitution learning. We
investigated the role of explicit knowledge about the image-
to-sound conversion rules in the initial use of the vOICe
substitution system (Meijer, 1992) by comparing performance
of individuals who had no knowledge but received short-term
training with feedback (referred to as the ‘trained’ group) and
those who did not receive any training but were given an
explicit verbal explanation of the conversion rules (referred to
as the ‘untrained’ group). Subjects were tested on their ability
to identify the correct visual images based on their corre-
sponding sound transformations using a forced-choice proce-
dure. In order to examine types of visual information that
could be extracted from the auditory input, we presented
sounds of abstract images that varied in one of the following
three features: position, orientation, and size (see Experiment
1 methods, and Figs. 5D–F). We hypothesized that the
discrimination of differentially oriented images would be
most difficult to do because the visual change in orientation
would not result in a systematic auditory change, unlike the
systematic auditory changes that occur as a result of visual
changes in position or size. We also tested the difference
between familiar items, those presented during training, and
novel items, not previously experienced.
2.2. Results

The mean proportions of correct answers on the familiar- and
novel-item tasks obtained by the trained and untrained
groups are shown in Figs. 1A and B. The scores on the
‘familiar’ items referred to the performance on the stimuli that
was part of training for the trained group. The untrained group
was tested on the same items, and, of course, these itemswere
entirely new to this group, but this testing condition was
referred to as the ‘familiar-item’ task for the consistency in
naming (refer to Experiment 1 methods section for more
details). Regardless of training or novelty of the stimuli, both
subject groups were able to perform well above chance (.2) for
all three variant conditions (pb .05).

A 3×2×2 analysis of variance (ANOVA)was performedwith
variant (position, orientation, size) and novelty of the stimuli
(familiar, novel) as repeated measures factors, and training
group (trained, untrained) as a between subjects factor. There
was a significant main effect of variant (F(2, 32)=21.52,
pb .001) and interaction between variant and training group
(F(2, 32)=4.15, p=.02). No main effect of training group or
novelty of the stimuli, or two-way interaction between these
two factors was found (pN .05). There also was no significant
three-way interaction (pN .05).

Tukey's honestly significant difference (HSD) multiple
comparisons were made at the level of the significant
interaction between the variant (position, orientation, size)
and training group (trained, untrained) factors. The trained
group performed better on position than on orientation and on
size, and better on orientation than on size. The untrained
group performed better on position than on orientation.
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However, when the scores between the two subject groups
were compared for each variant (e.g., trained-position vs.
untrained-position), no difference was found (pN .05).

2.3. Discussion

Regardless of training or familiarity of the testing items, the
performance in all the tasks was above chance, suggesting
that the image-to-sound conversion is relatively intuitive, and
can be applied in the initial use of the system. Furthermore,
we found no performance difference in the identification of
the correct visual image of a given soundscape between
subjects who had no initial knowledge of the conversion rules
but received short-term training with feedback and those who
were only given the explicit rules without any training. This
lack of group difference was true even when the trained group
had the advantage of being tested on the familiar items,
indicating that having explicit knowledge of the image–sound
relationship was as effective as acquiring understanding of
the relationship through short-term training. This finding
suggests that while improvement in the performance might
take place only after extensive training, a mere verbal
explanation of the image-to-sound conversion rules can
provide a basis for a cognitive strategy in the initial use of
the system.

In an attempt to identify types of visual information that
could be extracted from the converted soundscapes, we
manipulated position, orientation, and size of abstract figures,
and examined the performance in the identification tasks for
each parameter. Subjects seemed to have relatively good
judgments on position and size in particular. Differentiation of
the variations in position involves a temporal judgment of the
duration between the click and the start of the converted
sound (i.e. the left most part of the visual image) and a
relative-pitch-shift in the vertical dimension of the visual
scene. The high performance in this category suggests that
subjectswere able to extract the pitch shift associatedwith the
vertical translation of an object in space and the time shift
associated with the horizontal translation in space.

The relatively good performance in size differentiation
indicates that subjects were able to extract the auditory
information that was relevant to the size manipulation.
Coding of the visual images of different sizes into sounds
involves a use of different frequency ranges on the vertical
axis, and different durations on the horizontal axis. It is
unclear whether one type of auditory information predomi-
nated, however.

The poorest performance was found in the orientation
condition. This task seems to bemore difficult than the others
because unlike the systematic auditory changes resulting
from the visual changes in position or size, no consistent
correspondence exists between the changes in image orienta-
tion and the changes in the converted sounds. The sounds-
capes that are converted from the same-shaped images in
different orientations result in drastically different sound
patterns, and are consequently likely to be judged as being
different shapes. As supported by the above-chance level of
performance, nonetheless, subjects were successful to some
extent at using the conversion rules in identifying the correct
image among what probably sounded like ‘different shapes’.
To summarize, we demonstrated the relative ease of the
initial use of Meijer's (1992) image-to-sound conversion
system in extracting the auditory changes from the changes
in visual information such as visual variations in object size
and position; having explicit knowledge of the conversion
rules seems to be sufficient to extract such information at
least to some extent. These findings indicate an intuitive
nature to the image-to-sound mapping that could be applied
without much training. It is possible that this intuition comes
from a natural crossmodal correspondence that might exist
between a visual image and the corresponding sound. For
example, the higher pitch would be naturally associated with
the higher position in space (Evans and Treisman 2005), and
the louder sound with the larger object.
3. Experiment 2

3.1. Introduction: long-term training

We established in the first experiment that at the early stage
of using the vOICe substitution system, sighted individuals
were able to extract certain visual information from the sound
transformations without requiring much training. In the
second experiment, we examined the role of more extensive
training in visual-to-auditory substitution learning. We pro-
vided sighted individuals with greater total duration of
training and a larger variety of training stimuli under similar
experimental conditions to those of the first experiment. Our
goal was to demonstrate that more training results in an
overall improvement of the ability to recover visual informa-
tion from sounds of various visual images above and beyond
that which is available via explicit knowledge of the conver-
sion rules, and that this improvement indicates generalized
learning due to training. Generalization was tested by
presenting soundscapes whose corresponding visual images
consisted of new visual information. By including various
types of visual images, namely abstract figures, pictures of
real-life objects, and pictures of scenes, we also evaluated the
extent of visual detail that could be extracted from the sounds
of visual images in each of these image categories (see Fig. 6).
This allowed us to test learning capacity of more ecological
materials. Lastly, we included a control condition where we
tested a group of sighted individuals who did not receive any
explicit explanations about the conversion rules or exposure
to the training stimuli. Having demonstrated in the first
experiment the intuitive use of the vOICe systempurely on the
basis of explicit knowledge, the purpose of this control
condition was to exclude the possibility that completely
naive subjects can obtain the understanding of the image–
sound relationship without receiving any feedback. We only
tested this control group on the two easiest tasks, in order to
provide the best test of above-chance performance.

3.2. Results

3.2.1. Pretest scores
The mean proportions of the training group's correct answers
for each of the six pretests, different figures, orientation figures,
similar figures, different objects, similar objects, and scenes were



Fig. 3 – Mean performance on familiar and novel items as a
function of image types averaged over time.
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.49 (.06), .44 (.07), .36 (.03), .47 (.05), .33 (.03), and .30 (.03)
respectively (standard error in brackets). Consistent with the
results of Experiment 1, these scores were all significantly
greater than the chance level of performance (.20; pb .05).

3.2.2. Overall improvement over time
The average performance on the familiar and novel items is
shown in Fig. 2. A one-way ANOVA on the performance on the
novel items yielded a significant effect of test across time (F(3,
21)=30.08, pb .001). Tukey's HSD tests showed that the mean
pretest score was significantly different from the scores of
tests 1, 2, and 3 (pb .05). No effect of test across time was found
for the familiar items.

3.2.3. Performance based on familiarity and image types
Fig. 3 shows the average performance on the different
image types categorized in terms of the familiar and novel
testing items. A 6×2 (image type×familiarity) ANOVA
showed a significant main effect of familiarity, indicating
better overall performance on the familiar than on the
novel items (F(1, 7)=52.14, pb .01), and a significant main
effect of image types, indicating different mean scores
across different image types (F(5, 35)=59.01, pb .01). There
also was a significant interaction effect between familiarity
and image type (F(5, 35)=12.57, pb .01). Tukey's HSD tests at
the level of interactionbetween the two factors further showed
that subjects performed better on the familiar than on the
novel items for the different figures, different objects, and
scenes (pb .05), whereas no performance difference due to
familiarity was found for the orientation figures, similar
figures, and similar objects (pN .05). For the familiar items,
Fig. 2 – Mean performance on novel and familiar items over
time measured in terms of proportion of correct responses.
Each data point indicates an average of averaged scores of the
different-, orientation-, and similar figures tests, averaged
scores of the different-, and similar objects tests, and the
score of the scenes test (i.e. averages were calculated within
each image type first).
subjects scored better on the different figures than on the
orientation figures and the similar figures, higher on the
different objects than on the similar objects, and higher on
the different figures and the different objects than on the
scenes (pb .05). For the novel items, subjects scored higher on
the different figures than on the similar figures, higher on
the different objects than on the similar objects, higher on the
different figures than on the different objects and scenes, and
higher on different objects than on the scenes (pb .05).

3.2.4. Improvement on different images over time
Average performances for each image type in terms of
familiarity are shown in Figs. 4A–F. A one-way ANOVA was
performed on the scores for each of the familiar- and novel-
item tests for different image types. For the novel-item tests,
all the image types except for the similar objects showed a
significant effect of time (different figures: F(3, 21)=16.83,
pb .001; orientation figures: F(3, 21)=8.66, p= .001; similar
figures: F(3, 21)=3.83, p=.025; different objects: F(3, 21)=5.53,
p=.006; scenes: F(3, 21)=7.35, p=.002). For the familiar tests,
only the similar figures scores showed a significant effect of
time (F(2, 14)=6.80, pb .001).

A summary of the Tukey's HSD tests of multiple compar-
isons for the novel tests that yielded the significant effect of
time is shown in Table 1. Overall, subjects made a significant
improvement on all image types (with the exception of the
scenes which showed a trend toward significance) following
the third week of training (i.e. after nine training sessions).
After the first week of training, subjects showed a significant
improvement on the different figures, orientation figures, and
scenes, but no improvement from the first to the second week
of training on any of the image types. Subjects made further
improvements on the different figures and different objects
from the second to the third week of training.

3.2.5. Performance of control group
The mean scores of the control group on the different figures
and the different objects were .34 (.03) and .17 (.06). The score
on the different figures test was significantly greater than
chance (pb .05), but was significantly lower than the score of
the training group (t(16)=−2.18, pb .05). The score on the
different objects test did not exceed the chance level (pN .05),
and was significantly different from the score of the training
group (t(16)=−5.99, pb .001).



Fig. 4 – Mean performance on (A) different figures, (B) orientation figures, (C) similar figures, (D) different objects, (E) similar
objects, and (F) scenes.

Table 1 – Tukey's HSD tests of multiple comparisons for
the novel tests

Pre vs.
t1

Pre vs.
t2

Pre vs.
t3

t1 vs.
t2

t1 vs.
t3

t2 vs.
t3

Different
figures

⁎ ⁎ ⁎ ns ⁎ ⁎

Orientation
figures

⁎ ⁎ ⁎ ns ns ns

Similar
figures

~ ns ⁎ ns ns ns

Different
objects

ns ns ⁎ ns ~ ⁎

Scenes ⁎ ⁎ ~ ns ns ns

⁎ = significant at p of .05. ~ = trend toward significance. Pre = pretest,
t1 = test 1, t2 = test 2, t3 = test 3.
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According to the post-testing interview on types of
strategies used in doing the tasks, all the subjects reported
that for the abstract figures, they based their choice of visual
images on their association of pitch changes with the shapes
of the figures (e.g. if they heard a sound increasing in pitch,
they would choose a line that goes up in space). For the real-
life objects, they reported their attempts to associate semantic
knowledge about the objects with the sounds heard (e.g. if
they heard a high pitch sound, they would look for an object
that would produce a high pitch sound).

3.3. Discussion

In the second experiment, we examined learning processes
involving three weeks of visual-to-auditory substitution
training in sighted subjects. Consistent with the finding from
Experiment 1, the scores on all the pretest tasks were above
chance, confirming that some visual information could be
extracted from the auditory input purely on the basis of
having explicit knowledge of the relationship between the
visual and auditory stimuli. But training over the longer time
frame of this experiment resulted in significantly higher
scores than could be achieved based on explicit knowledge
alone. The control group, who was not given any information
about the conversion rules, and who did not receive feedback
during task performance, scored slightly above chance on the
abstract figures, suggesting that they seemed to have devel-
oped some intuition about the image–sound relationship after
the mere exposure to the relatively simple testing stimuli
(post-test interviews confirmed this impression). However,
this score was still significantly lower than that of the training
group who initially received explanations on the conversion
rules. Furthermore, scores on themore difficult real-life object
itemswere no better than chance, and control subjects did not
develop a correct intuition about the conversion rules in this
case, confirming that deriving complex information from the
substitution system is not possible if subjects have absolutely
no information about the image–sound relationship.

The overall performance on the familiar items was higher
than that on the novel items, but did not result in an
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improvement over time (Fig. 2). The reason for the better
performance on the familiar items without an improvement
over time is most likely that rather than solely applying the
image-to-sound mapping rules, subjects were likely to have
also engaged memory based on an association between the
correct images and the corresponding sounds formed during
training. On the other hand, the performance on the novel
items showed a significant improvement after nine training
sessions. Subjects could not have used the association-based
strategy on the untrained items because these stimuli had
never been presented during training. The performance on the
novel items therefore indicatesanapplicationof theconversion
rules, and the improvement over time demonstrates a true
generalization of visual-to-auditory conversion rule learning.

The learningpatternson thenovel itemsshowed thatmuch
of the improvement occurred in the first week of training (i.e.
after three training sessions), and only the performance on the
different figures and different objects showed a further
improvement beyond the first week (Figs. 4A–F). This suggests
that most learning and the steady improvement in learning
occurred for the types of visual images that were relatively
easier to distinguish fromone another. For the items that were
more difficult to differentiate, such as the similar figures and
the scenes, most learning seems to have occurred in the first
week, and no further learning followed throughout the rest of
the training period. Subjects were unable to improve beyond a
certain point on these visually complex (e.g. the scenes) and
similar (e.g. the similar figures) images, suggesting that given
the amount of training, the auditory system is probably not
capable of keeping track of all the information in the sound
patterns, or of resolving the fine differences in the temporal
and/or pitch dimension, or perhaps a different type of training
(e.g. involving sensorimotor feedback) would be required for
further improvement.

When performance is classified into different image types
and familiarity of the items, it can be shown that the overall
novel-item performance on the abstract figures is better than
that on the objects, and better on the objects than on the
scenes (Fig. 3). The performance superiority in the order of
abstract figures, objects, and scenes suggests that the degree
to which the converted sound patterns are interpreted
depends on the complexity of the visual images. The scenes
were most visually complex because they contained the most
visual elements, thus the most visual information. The
abstract figures were most simplistic in their compositions
because they consisted of only several black-and-white lines
and shapes, fewer elements than the real-life objects which
contained more lines and shapes in varying grayscale. There-
fore, the ability to extract the visual information from the
converted sound patterns seems to be reflective of the amount
of visual information that the images contain.
4. General discussion

The present study explored learning processes involving
visual-to-auditory substitution in sighted individuals using
Meijer's vOICe system (Meijer, 1992). At the early stage of the
visual-to-auditory substitution learning, subjects were able to
use the systemmerely on the basis of their explicit knowledge
of the image-to-sound conversion rules. The ease of the initial
use of the vOICe was reflected in the relatively accurate
judgments made on size and position of the visual images
with little training, suggesting an intuitive correspondence
between visual images and their corresponding sounds. We
further showed that extensive training allowed improvement
in identifying shapes and patterns of visual images using
sounds. Overall, the ability to discriminate visual objects using
converted auditory patterns demonstrates that the auditory
system is capable of extracting and processing visual informa-
tion that is coded in the auditory input. This is consistent with
the anecdotal reports of the blind users of the vOICe system
who described their learned abilities to make visual judg-
ments, such as localization and pattern recognition, on objects
present in various visual environments (refer to www.
seeingwithsound.com). Given the amount of training, the
improvement on the tasks involving different abstract figures
and pictures of various real-life objects suggests that objects
could be analyzed at the level of their global shapes, whereas
the rather slower improvement in interpreting the similar
images and the pictures of scenes indicate that more
extensive training might be necessary for decoding the
sound patterns of more complex images. Consistent with the
findings of the previous visual substitution studies (e.g. Arno
et al., 1999; Auvray et al., 2007), the present study demon-
strated the feasibility of using visual-to-auditory converted
information as a suitable strategy for visual substitution.

Our most important finding in the examination of learning
processes involving extensive training was generalized learn-
ing of the visual-to-auditory substitution system. As the
improved ability to discriminate the sounds of novel stimuli
suggests, the performance was not simply based on a mere
association between the visual images and their correspond-
ing sounds, but on the application of the image-to-sound
conversion rules to novel stimuli. The improved performance
on novel items indicates that the mechanism behind the
improvement is learning of the fundamental relationship
between the visual and auditory patterns and the ability to
apply the visual–auditory relationship in order to decode the
novel visual information via the auditory input.

The fact that the scores on the familiar items were not
entirely based on the conversion rule learning, but rather
confounded by the memory-based strategy indicates that the
performance on the trained itemswas not reflective entirely of
generalized learning. According to this finding, a clear
distinction should be made between the memory- vs. rule-
application-based performances in the examination of visual
substitution learning because the latter would be required for
the use of the substitution system in the constantly changing
visual environment. Despite the confounding factor, the
distinction between performances due to the different strate-
gies has often been neglected in previous studies of sensory
substitution. If the same testing items were repeatedly
presented during the training and evaluation phases, it
would be difficult to conclude that the improvement in the
tasks actually is due to true learning of the relationship
between the visual and auditory patterns. Our finding
demonstrates the importance of testing of novel stimuli as a
criterion for true generalization of learning.

http://www.seeingwithsound.com
http://www.seeingwithsound.com
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Our finding of generalized crossmodal learning suggests
crossmodal plasticity, and provides a basis to study neural
substrates associated with such learning in visual-to-auditory
substitution. It is now well established that the deafferented
visual cortex in the blind is engaged in processing of different
types of information (e.g. tactile: Sadato et al., 1996; Hamilton
and Pascual-Leone, 1998; auditory: Kujala et al., 1995;Weeks et
al., 2000; Gougoux et al., 2005; verbal: Burton et al., 2002; Amedi
et al., 2003). However, much still remains unknown about the
organization of this crossmodal information processing, and
the study of brain activity associated with learning to decode
image-to-sound converted information provides a unique
opportunity to study the cortical re-organization. So far,
findings of the functional imaging studies examining visual-
to-auditory substitution suggest that cortical changes are
likely to follow after practice in using a visual substitution
system (PSVA: Poirier et al., 2006; Poirier et al., 2007; vOICe:
Amedi et al., 2007; Pollock et al., 2005). However, since these
studies vary greatly in their training and testing methods,
much still remains to be discovered about the mechanism of
the plastic changes. One important question that should be
asked is about the relationship between the cortical changes
and generalization of learning. Since these studies involved
presenting only the highly trained items in the scanner, the
performance might not be indicative of generalized learning,
and thus it would be difficult to infer a causal association
between the cortical changes and true abstract learning (and
not memory-based association). In order to resolve this issue,
future imaging studies should examine in-scanner perfor-
mance on novel items as an index of generalized learning.

Another question should be addressed about the role of
training in the cortical changes. Since the previous studies
used training paradigms that varied highly in their training
environments (ranging from free, unsupervised training- to
controlled experimental settings) and the nature of their
experimental tasks (e.g. pattern recognition, localization,
orientation discrimination, passive listening), it is difficult to
identify the aspects of training that lead to the plastic changes,
we also do not know whether the cortical changes that occur
after training in sensory substitution are specific to the
training method of choice, or whether they can be attributed
to training in general. Therefore, in order to make a more
specific interpretation about the neural substrates associated
with visual substitution learning, the type of training method
and thenature of experimental taskswould need to be thought
out carefully for future functional imaging studies.

The current training paradigm was tested in a controlled
static environment where direct visual feedback was given
instead of naturalistic settings where blindfolded or blind
subjects would engage in sensorimotor interactions by using
feedback cues received from moving around with the substitu-
tion system. By eliminating the motor feedback, we sought to
examine whether learning of the visual substitution system
could be achieved solely based on perceptual learning of the
relationship between visual images and sounds. We demon-
strated that it is possible to learn to use the substitution system
without necessarily depending on sensorimotor contingency
information, suggesting that visual-to-auditory substitution in
sighted individuals can be achieved to a large degree through
perceptual learning of the relationship between visual images
and sounds. However, the fact that performance did not reach
the ceiling level by the end of the training period allows us to
question factors that could help to achieve further improve-
ment. The presence of motor feedback could be one such factor
alongwith the role of visual deprivation. Thesewill therefore be
appropriate topics for future studies to address.
5. Experimental procedures

5.1. Experiment 1 methods

5.1.1. Participants
Eighteen sighted subjects with normal hearing (12 women;
21 to 48 years of age, M= 26.72, SD=6.23) were recruited and
gave written consent for the study approved by the McGill
University Research Ethics Board. They were randomly
assigned to ‘trained’ and ‘untrained’ experimental groups.
The trained subject group was given no explanations on the
image-sound relationship, butwas simply told that the sounds
and images that were going to be presented were system-
atically related. Insteadof receivingany training, theuntrained
group was explained the image-to-sound conversion rules,
andwere asked to use these explicitly given rules in their tasks.

5.1.2. Stimuli
Visual stimuli consisted of 39 abstract shapes consisting of
various lines and geometrical figures, and 819 variants of
these shapes that were modified in terms of position,
orientation, and size. The shapes were adapted from the
Aggie Figure Learning Test developed by Majdan, Sziklas, and
Jones-Gotman (1996; see Fig. 6(A) for examples).

Auditory stimuli were converted sounds of the visual
images. They were generated using the vOICe developed by
Meijer (1992; www.seeingwithsould.com). The vOICe runs as
software on a personal computer, and translates video input
into auditory output using an algorithm varying in three
parameters. It maps the vertical dimension of the input visual
scene into a range of sound frequencies, the horizontal
displacement into time (from left to right, with the leftmost
part of the scene sounding the earliest), and visual intensity
into sound intensity. The algorithm was applied such that for
the vertical coding, the visual scene was divided into 144 pixel
rows with each row corresponding to a certain sound
frequency from a range of 500–5000 Hz in the increasing
order of the exponential frequency distribution with a higher
row in a higher spatial position. For the horizontal coding, the
visual scene was divided into 176 pixel columns and was
scanned from left to right at a rate of 2 s per frame with the
pixels that were part of the same column sounding simulta-
neously (∼ .011 s per column). The soundscapes were in stereo,
creating a perception of sound panning from left to right.
Visual intensity was coded such that black was translated into
the most intense sound whereas white was silence, and
grayscale in the middle intensity range between white and
black (16 shades of graywere used; seeMeijer, 1992 for details).
For the purpose of the first experiment, the visual imageswere
only in black and white. A 50 ms click was added at the
beginning of each auditory stimulus in order to cue the start of
the sound.

http://www.seeingwithsould.com


Fig. 5 – Illustrations of the training and testing procedures in Experiment 1. Training involved simultaneous presentations of
visual images and their converted sounds (for the trained group only). Each training trial consisted of repetitive presentations
of image-and-sound pairs of an abstract figure that changed in (A) position, (B) orientation, or (C) size. Testing involved a
forced-choice task where subjects were presented with one sound and five visual images among which the correct image of
the sound was to be chosen. In each testing trial, the five visual images differed in their (D) position, (E) orientation, or (F)
size. The trained group was tested on the stimuli that had been used for training as well as stimuli never seen before
(whereas all the testing stimuli were new to the untrained group).
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5.1.3. Training (for the ‘trained’ group only)
The study consisted of two training sessions and one
evaluation session spanning over a minimum of three- to a
maximum of five days, each of which took place on a separate
day. The three sessions lasted approximately 3 h in total. The
two training sessions comprised three counterbalanced con-
ditions (‘position’, ‘orientation’, and ‘size’) in each of which
eight pairs of visual images and their corresponding sounds
were presented. On the first day the subjects belonging to the
‘trained’ group participated in one of the three conditions, and



Fig. 6 – Examples of (A) abstract figures, (B) pictures of real-life objects, and (C) pictures of scenes used in Experiment 2.

Fig. 7 – Time schedule of Experiment 2.
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on the second day in the remaining two conditions. The visual
images were presented on a computer screen and the
corresponding sounds through a set of headphones.

Throughout the training sessions, every visual image was
presented simultaneously with its corresponding sound. In
the ‘position’ condition, a visual image appeared in nine
different positions of the screen in a systematic order (Fig. 5A).
Once the image appeared in all nine positions, it was
presented in the reverse order. The procedure of the image
appearing in- and reverse order was repeated three times (i.e.
each position was presented six times in total).

In the ‘orientation’ condition, each image appeared in the
middle of the screen, and changed its orientation in steps of
45°in angle (Fig. 5B). A total of eight orientations (0, 45, 90, 135,
180, 215, 270, and 315°) were presented first clockwise, then
counter-clockwise. This procedure was repeated three times
such that each orientation was presented six times in total.

In the ‘size’ condition, each image was presented in seven
different sizes. Subjects were first presented with a visual
image, and then saw the image in six smaller sizes in the
decreasing order (Fig. 5C). Each image was smaller than its
previous image by 12.5%, thus the smallest image was 25% of
its original size. After the decreasing order, the image was
presented in the increasing order starting with the smallest.
The procedure of the image appearing in the decreasing and
increasing size was repeated three times (i.e. each size was
presented six times).

Following each presentation of image-and-sound series,
subjects were given four forced-choice evaluation trials. Upon
hearing a sound, they saw five of the visual images from the
previously presented image-and-sound series, andwere asked
to choose the correct image of the sound. Subjects were
allowed up to three chances to choose the correct answer.
Correctness of the given answer was provided, and regardless
of the answer, the correct pair of the image and the sound was
presented at the end of each evaluation trial.

5.1.4. Testing (for the ‘trained’ and ‘untrained’ groups)
The evaluation session consisted of two tests, one using
previously presented stimuli, and the other using novel
stimuli. Each testing trial involved choosing the correct
image of a sound from a pool of five visual images. The
‘familiar’ test consisted of three blocks of 16 trials, with each
trial involving choosing of the correct visual image that
appeared in a particular position, orientation, or size (16 trials
tested for each condition; see Figs. 5D–F). The ‘novel’ test
followed the same procedure as the familiar test. The only
difference was that it used 31 new visual images that had not
been previously presented. The untrained group were admi-
nistered the same tests. The testing stimuli were identified as
being ‘familiar’ or ‘novel’ items according to the familiarity to
the trained group, and for the sake of naming, these terms
were kept consistent for the untrained group although all the
stimuli were new to them.

5.2. Experiment 2 methods

5.2.1. Participants
Eight sighted individuals were assigned to the training group
(5 women; 20 to 45 years of age, M=25.63, SD=8.03) and ten
sighted individuals were assigned to the control group (7
women; 19 to 30 years of age, M=24.50, SD=4.70). None of
them had participated in the previous study, and each gave
written consent at the beginning of the first session.

5.2.2. Stimuli
Three types of visual images were converted into sounds:
abstract figures, pictures of real-life objects, and pictures of
scenes (see Fig. 6 for examples). We created a total of 129 sets
of five black-and-white abstract figures. Each set of five
abstract figures was created such that the figures in the
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same set were different only by a small number of elements,
thereby preserving the global shapes of the five figures (the
figures within each set were referred to as ‘similar abstract
figures’). We used a total of 129 sets of five pictures of real-life
objects (e.g. pencils, chairs, mugs, hammers, and so on) found
on the internet (the objects within each set were referred to as
‘similar objects’). The pictures were edited so that back-
grounds (if any) were removed in order to isolate the objects,
and the objects were kept similar in size. Finally, we used 347
pictures of scenes that were found on the internet. The
themes of the pictures were various and random (e.g. city/
nature sceneries, people, animals). All the pictureswere edited
in the width-to-height aspect ratio of 4:3. The colors of the
scene and real-life object pictures were changed to grayscale.
All the visual images were converted into sounds using the
vOICe in the same way as in the first experiment.

5.2.3. Time schedule
The study took place over the span of approximately three
weeks (mean of 19.13 days; see Fig. 7 for the time schedule).
The study began with a pretest session, and there were three
training sessions followed by one test session each week
Fig. 8 – Illustrations of the testing and training procedures in Ex
testing trial involved a presentation of one sound and five visual im
to be chosen. The type of five visual images presented depended
among six different categories. The categories included abstract f
abstract figures in five orientations (orientation figures), abstract
real-life objects (different objects), real-life objects belonging to th
(A) An example of a testing trial for the different figures test. Train
and their converted sounds. This experiment included a larger v
images included (B) abstract figures similar in shape, (C) abstract
to the same category, and (E) scenes. Each trial consisted of ten r
(totaling 13 sessions for the entire study). Subjects were
required to attend every session with the number of days
between two sessions being no more than three (mean of 1.67
days). Each session lasted approximately 2 h.

5.2.4. Pretest and test sessions 1, 2 and 3
Prior to the pretest, the rules of image-to-sound conversion
were explained to the subjects. The pretest consisted of six 25-
trial tests, with each test presenting different types of visual
images. For each trial, subjects were presentedwith one sound
and five visual images, and were asked to choose the correct
visual image of the sound heard (Fig. 8A). In the different
figures test, the five images for each trial were abstract figures
that were selected from different sets of ‘similar abstract
figures’. In order to increase the difficulty of the task, the
figures that were noticeably different in their global shapes
(e.g. one figure consisting of round elements whose overall
shape is round vs. another figure consisting of lines whose
overall shape is oriented in one particular direction) were
chosen not to be in the same trial. In the orientation figures
test, five images were of one abstract image in five different
orientations (one abstract figure in 0, 72, 144, 216, and 288°). In
periment 2. Similar to the procedures of Experiment 1, each
ages amongwhich the correct image of the sound heardwas
on the category of images subjects were being tested on
igures that differed in shape (different figures), same-shaped
figures that were similar in shape (similar figures), various
e same object category (similar objects), and scenes (scenes).
ing consisted of simultaneous presentations of visual images
ariety of training stimuli than in Experiment 1. The types of
figures in different orientations, (D) real-life objects belonging
epetitions of five image-sound pairs.



Table 2 – A complete list of tests

Pretest Tests 1, 2, and 3

Different figures Different figures — novel
Orientation figures Different figures — familiar
Similar figures Orientation figures — novel
Different objects Orientation figures — familiar
Similar objects Similar figures — novel
Scenes Similar figures — familiar

Different objects — novel
Different objects — familiar
Similar objects — novel
Similar objects — familiar
Scenes — novel
Scenes — familiar

Different names of the tests indicate different types of visual
images presented. Each of the tests 1, 2, and 3 included the items
that were used in training each week as well as new items.
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the similar figures test, each trial presented five ‘similar
abstract figures’. In the different objects test, each trial
presented pictures of five different real-life objects. As in
the different figures test, the inclusion of objects that were
visibly different in their global shapes (e.g. a ball vs. a golf
club) was avoided in the same trial. In the similar objects test,
each trial involved presenting pictures of five ‘similar
objects’. In the scenes test, five scene pictures were pseudo-
randomly chosen from the pool of the scene pictures. For
each trial, we avoided having scenes that were noticeably
different in terms of their basic patterns of elements (e.g. a
scene with many vertical lines vs. a scene with many
horizontal lines). See Fig. 6 for examples of the images used
in the tests. Subjects were allowed to repeat the sound in
each trial as many times as they wished, but encouraged to
limit to four repetitions.

Test sessions 1, 2, and 3 took place at the end of each
training week, and consisted of tests that involved the same
task as in the pretest (different figures, orientation figures,
similar figures, different objects, similar objects, scenes tests).
Each forced-choice test consisted of 25 trials which involved
presenting items that had not been previously presented
during training (referred to as a ‘novel’ test), and 18 trials
which involved presenting items that were used for training
during each relevant week (referred to as a ‘familiar’ test). See
Table 2 for a complete list of tests. There was no pretest
measurement for the familiar items because by definition
‘familiar items’ have to be those that subjects have been
exposed to.

The control group was given the different figures and the
different objects tests that the training group received before
training (as part of the pretest). The control group was
instructed to perform the tasks without any explicit explana-
tions of the conversion rules or any kind of feedback on the
image–sound relationship. They were simply told that they
were going to be presented with a sound and five images, and
were asked to choose a visual image that they thought best
matched the sound heard. The two tests were chosen because
they were anticipated to be the easiest among the six tests
that the training group was given, and therefore would
provide the most conservative measure of comparison to the
performance of the training group.
5.2.5. Training
Each training session involved a presentation of six sets of the
following image types: (1) similar abstract figures (similar
figures), (2) an abstract figure in five orientations (orientation
figures), (3) similar objects, and (4) scenes (see Figs. 8B–E). The
presentation of each image-and-sound pair always started
with a click that cued the beginning of the 2-second sound.

The training procedure was similar to that of Experiment 1.
For each set of the similar figures, subjects were presented
with a series of five similar abstract figures and their
corresponding sounds. Followed by the presentation of all
five image–sound pairs, the series were presented in the
reverse order. The in- and reverse-ordered series were
repeated four additional times such that each pair was
presented ten times in total. During the presentation, subjects
were asked to study the relationship between the visual
images and sounds and observe differences in the sounds
according to the differences in the visual images. At the end,
they were given three forced-choice trials, for each of which
the task was to choose the correct visual image of the sound
heard among five visual images (all from the set that they had
just been trained on). Subjects were given up to three chances
to choose the correct image. Whether correct or not, the
correct pair of the image-and-sound pair was provided at the
end of each trial. The same procedure was used for the other
image types (orientation figures, similar objects, and scenes).

The testing and training sessions also included a brief
drawing task in which subjects drew the visual images of the
sounds heard. However, since the drawings did not yield
meaningful interpretations, the relevant data are not reported
in the present study.
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